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PREFACE TO THE SECOND EDITION

Some idea of the book publishing explosion which has been
occurring in these subjects in the last five years is obtained
by considering that the May 1961 edition of this document listed
69 book titles. This new edition lists 151. In addition, the
present list is not quite as complete as the earlier one, and

several books reviewed in the earlier edition have now been dropped.

Pernaps the author should have omitted more books from this
listing than he did, so that the reader wouldn't have such an im-
posing volume to look at. However, it is thought that anvone
wishing a shorter list can just consider books which are !isted
with double asterisks (or in the index he can look at underiined

page numbers).

The original edition had a section devoted to Numerical Pro-
cedurcs in Recent Periodicale. Such a section has not been included
in the Second Edition. The abstracting journal, Computing Feviewe,
is now operating in a reasonably current manner, so that new litera-
ture may now be found quite easily. Periodically (perhaps every
three years?), a Permuted (KWIC) Index to Computing Pevicwe is pub=
lished which lists journal articles by subject matter (as well as

by author and by review number).
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ABSTRACT

The Second Edition of this annotated bibliography lists the
contents c¢f over 150 books in English on numerical analvsis and
related literature. It is meant for the general scientific computer
user and not for the research numerical analvst; the descriptions

and suggestions are given with this in mind.

It is expected that the most useful section will be the 27-
page index which tells in which books various topics mav be found.
There is also a section describing how to look up further infor-

mation on such topics which may be found in the literature.



INTRODUCTION

When someone plans to put a numerical problem on a digital
computer, he may very likely look up the pertinent numerical analy-
sis subject in the reference book on his desk. If this book does
not cover the subject, he can go to the library. If the programmer
knows the contents of the various reference works, he can run down a
particular reference book even if someone else has it checked out at
the time. However, most of the huge number of people programming for
the digital computers are not specialists in numerical analysis.

This document is written to aid such people by (1) listing what is in
some of the books on this and related subjects, (2) giving one man's
opinion of the relative reading difficuity of various works and of
the relative usefulness in computer applications, and (3) explaining

how to find out if what they want is available in the literature.

There has been no attempt to make this a complete listing of
where information can be obtained on these subjects. Rather it is
a listing of reference works which the author and analysts and com-
puter programmers of the author's acquaintance use from time to time.
No foreign language references have been given. Although the German,
Russian, and French languages have their share of excellent refer-
ences, and although in some cases the information is not available
in English, the fact remains that a large majority of computer users
and programmers do not know any other language and/or can never be
induced to read foreign language references. This document is di-
rected to such "English-limited" readers; we would not want to dis-
courage the foreign language reader from obtaining his references
from the most suitable source independent of language. A great many
good Russian books have been translated into English and are listed

here.

iv
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Part I lists books containing numerical analysis and related
subjects. When a computer user has a new problem, he might wish to
look up some of his favorite references in this list to see if they

discuss this new problem or problems similar to it.

The listing contains a great majority of the English texts on
numerical analysis, but only a very limited number on what we think
of as "related literature." It was often very hard to decide which
books to include and which to omit on such topics as (for example)
linear programming, or linear algebra, or FORTRAN programming, which
are represented in the literature by a very large number of titles.

In many cases the actual choice was quite arbitrary.

Books listed by a double asterisk are recomrended as references
which the author has found to be of mos: use to computer people be-
cause of their content, their emphasis on computer applications, and/or

to their clarity of exposition.

Part I1 consists of a general discussion of how one goes about
looking up given subjects in the literature and how he can find whether

or not certain tables are available.

Part 111 is a subject index. It is thouuht that this index may
be useful either in the obvious way of finding a book which discusses
the desired topic, or also in determining whether a certain reference
work (which had previously been found especially useful) also is listed

as discussing today's topic.

The formation of a really comprehensive index on numerical pro-
cedures and related subjects would have been a major undertaking.

Many individual books themselves have only sketchy indes. In general,



this index contains quite specific listings in numerical analysis
topics but usually only general listings on related topics. For
example, there is no reference made to "Weinstein method," although
there is a general reference to '"Variational methods"; there is no

reference to "Duality," although there are references to other linear

programming topics such as "Simplex method."

Often a certain subject may be in a particular book under a
different name or under no name at all. Then the question is whether
this topic should be shown as being in the book (because it might be
so hard to find there). In general, if there is a certain listing in
our index, and if although the subject is discussed in a particular
source, there is no similar listing in the source's index or paragraph

headings, this reference will most often be omitted from our index.

A few general topics are listed with a great many references.
The more detailed listings have been chosen quite arbitrarily, but
it is hoped that enough such topics are represented in the index to

make it of practical use.

Perhaps the most serious complaint about the index may be that
while in some cases all of the sources which discuss a certain sub-
ject may not be listed, in other cases a source may be listed which
only casually refers to the subject. For this reason, when more than
five references are given on any subject, a few of them will be

underlined as especially recommended.

* * * %

Many pages in this document are partially blank. It is rec-
ommended that when new reference works come out which seem useful,
they be entered (along with a few comments) in one of the blank spaces;
then the new references may be recalled at a later time if the need

arises.

vi



Finally, for those who feel that the list of references in this
document is so long that it is frightening, it is suggested that a
shorter list is easily obtained by considering only those titles which
are marked with a double asterisk. These are references which are
particularly popular with scientific computer users or which the present
author feels should be popular. Similarly, the underlined references

in Part III make up a smaller group of subject references.

vii




PART I.

NUMERICAL PROCEDURES IN BOOKS

Alphabetical by Author

(A double asterisk ** by an author's name means
that the reference is considered zspecially good and/or
popular for the average scientific computer user who is
required to learn about the subject.)

viii
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ACHIESER, N. I.: Theory of Approximation. Ungar (1956) 307 pp.

This quite advanced treatise was translated from the 1947 Russian
edition. The language of functional analysis is used throughout, and
the approximation techniques described have been kept as general as pos-
sible. This has been considered to be an excellent book, and it is still
quoted extensively even though newer treatises are now available.

Contents

1. Approximation problems in Linear Normalized Spaces
This includes the approximation of a function in terms of another
function or functions which depend on certain parameters. The classi-
cal Weierstrass approximation theorem is an example

2. Tchebycheff's domain of ideas
This includes various approximation problems in which it is desired
to minimize the deviation of greatest absolute value

3. Elements of Harmonic Analysis

4. Certain extremal properties of integral transcendental functions of
the exponential type
Bernstein's inequality; the theorems of Fejér and Riesz; criterion
for representation of continuous functions as Fourier-Stieltjes
integrals

5. AQuestions regarding the best harmonic approximation of functions

6. Wiener's theorem on approximation

Various addenda and problems:
A. Elementary extremal problems and certain closure criteria
B. Szegd's theorem and some of its applications
C. Further examples of closed sequences of functions
D. Carathéodory-Fejér problem and similar problems
E. Solotareif's problems and related problems

F. The best harmonic approximation of the simplest analytic functions

(A double asterisk ** by an author's name means that the reference
is considered especially good and/or popular for the average scientific
computer user who is required to learn about the subject.)
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ADLER, B., FERNBACH, S., and ROTENBERG, M. (Ed.): Methods in Computational

Physics. Academic Press (1963) 1, 304 pp.; (1964) 2, 271 pp.; (1964)

3, 386 pp; (1965) 4, 385 pp.

The authors state that the major aim of this series of books is to
describe various numerical techniques developed recently for the solution
of practical physical problems in certain fields by means of digital
computers. These books should be very welcome indeed to the computer
programmer-analyst who is discouraged by the fact that numerical analysis
textbooks usually contain only (and always the same) very simple examples
of numericdl problems. At least if his field of work is one of those
discussed here, he now has some excellent reading material available.

Contents

Volume 1, Statistical Physics

Numerical theory of neutron transport. Monte Carlo methcds for solving
various practical problems in statistical physics.

Volume 2, Quantum Mechanics

The Gaussian function in calculations of statistical mechanics and
quantum mechanics. Atomic self-consistent field calculators by the
expansion method. The evaluation of integrals by the Zeta-function
expansion. Integrals for diatomic molecular calculations. Nonseparable
theory of electron-hydrogen scattering. Estimating convergence rates

of variational calculationms.

Volume 3, Fundamental Methods of Hydrodynamics

Two-dimensional Lagrangian hydrodynamic difference equations. Mixed
Eulerian-Lagrangian method. The strip code and the jetting of gas
between plates. CEL: a time-dependent, two-space dimensional, coupled
Eulerian-Lagrange code. The tensor code. Calculation of elastic-
plastic flow. Solution by characteristics of the equations of one-
dimensional unsteady flow. The solution of two-dimensional hydro-
dynamic equations by the method of characteristics. The particle-in-
cell computing methods for fluid dynamics. The time dependent flow
of an incompressible viscous fluid.

Volume 4, Applications in Hydrodynamics

Numerical simulation of the earth's atmosphere. Nonlinear effects

of the theory of a wind-driven ocean circulation. Analytic con-
tinuation using numerical methods. Numerical solution of complete
Krook-Boltzmann equation for strong shock waves. Computer experiments
for molecular dynamics problems. Computation of the stability of
laminar compressible boundary layer. Some computational aspects of
propeller design. Methods of automatic computation of stellar evo-
lution. Computations pertaining to the problem of propagation of a
seismic pulse in a layered solid.
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AITKEN, A. C.: Determinants and Matrices, 8th ed. Interscience (1956)

1nis is a reasonably elementary text. Numerical procedures are not
emphasized, but rather it tells about matrices and determinants in general.
Explanations are clear. A ninth edition is supposed to be available now.

Contents

1. Definitions and fundamental operations of matrices

2. Definitions and properties of determinants

3. Adjugate and reciprocal matrices; solution of simultaneous equations;
rank and linear dependence

4. Cauchy and Laplace expansions; multiplication theorems

5. Compound matrices and determinants; dual theorems

6. Special determinants; alternant, persymmetric, bigradient, centro-

symmetric, Jacobian, Hessian, Wronskian

—— ———— T G——— - . —_— o e



ALLEN, D. N. deG.: Relaxation Methods. McGraw-Hill (1954) 257 pp.

This is a reasonably elementary explanation of "how to relax." The
author emphasizes that the computer using these methods 'should not allow
himself to become a human computing machine." He says, ''the relaxation
method is far from being a method carried out according to any set rules--
instead it could be more accurately described as a method of breaking
such rules as are necessary formally to explain it." Perhaps this gives
an indication as to why these kinds of relaxation methods are not placed on
digital computers so very oftcn; certainly this author appears to discourage

Contents

& 2.: Linear algebraic equations

Framework problems

Ordinary differential equations

Laplace's and Poisson's equations
Normal-gradi.nt boundary conditions

Quasi-plane-potential equation

Biharmonic equation

O W N O N & W

Simultareous differential equations

—
o

Triangular nets

[
p—
.

Eigenvalue problems (algebraic equations)

p—
N
.

Eigenvalue problems (differential equatinns)
13. Internal boundaries and interfaces

l4. Problems involving unknown boundaries

15. Non-elliptic differential equations

16, Three-dimensional relaxation

Appendixes
1. Normalization of algebraic equations
2 Standard cases of beam deflection
3. Useful finite difference approximations
4

Orthogonal properties of normal modes

it.



ALT, F. L.: Electronic Digital Computers.

their use in science and engineering.

This is a generally expository book about digital computers and

Academic Press (1958) 336 pp.

In the part of the book on numeri-

cal analysis, various methods are described, often from the point of view

of evaluating advantages and disadvantages of particular methods when

they are to be carried out on the machine.

General Outline of Contents

Introduction (generalities concerning computing)

Automatic digital computers (how the machine works)

Coding and programming

Problem analysis:

Errors

Overflow and scaling

Checking

Evaluation of explicit functions
Differentiation and integration
Ordinary differential equations
Partial differential equations
Algebraic equations

Nonlinear equations
Characteristic roots of matrices
Matching problems and machines:
Problems from science and engineering

Problems from other areas

Characteristics of machine computation laboratories




P

ALT, F. L. and RUBINOFF, M. (Ed.): Advances in Computers, Vol. 1. -

Academic Press (1960)

These volumes (which have been coming out yearly) are "intended to
occupy a position intermediate between a technical journal and a collection
of handbooks or monographs." Articles are written by experts in various
fields, and they survey recent advances in the field. Each article is
"intended to be a piece of technical writing intelligible and interesting
to specialists in fields other than the writer's own'"; in a majority of
cases this is probably true.

General Outline of Conteats

Volume 1. General purpose programming for business applications. Numeri-
cal weather prediction. Automatic translation of languages. Program-
ming computers to play games. Machine recognition of spoken words.

Binary arithmetic.

Volume 2. Parabolic partial differential equations. Orthonormalizing
computation. Microelectronics using electron-beam-activated machining

techniques. Linear programming. Theory of automata.

Volume 3. Computation of satellite orbit trajectors. Multiprogramming.
Nonlinear programming. Alternating direction implicit methods. Com-
bined analog-digital techniques in simulation. Information technology

and the law.

Volume 4. Formulation of data processing problems for computers. All-
magnetic circuit techniques. Computer education. Digital fluid logic

elements. Multiple computer systems.

Volume 5. Role of computers in election night broadcasting. Automatic
programming in eastern Europe. Artificial intelligence and self-
organization. Automatic optical design. Computing problems and methods
in X-ray chrystallography. Digital computers in nuclear reactor design.

Procedure-oriented languages.

Volume 6. In preparation.



AMES, W. F.: Nonlinear Partial Differential Equations in Engineering.

Academic Press (1965) 511 pp.

This new book will probably be used quite extensively as a reference
by engineers and computer programmers who are trying to obtain solutions
to such problems. The book discusses the origin of certain equations of
this type, some analytic methods, some approximate methods (such as asymp-
totic processes, perturbation procedures, etc.) and quite a few numerical
methods. A book on such a subject is bound to be quite advanced, but
theoretical aspects are not stressed, and many examples are given. There
is a good list of references at the end of each chapter.

Contents

1. The origin of nonlinear differential equations

2. Transformation and general solutions

3. Exact methods of solution

4. Further analytic methods

5. Approximate methods (perturbation, asymptotic, and weighted residual
methods)

6. Further approximate mcthods (integral methods, the maximum operation,
series expansions, etc.)

7. Numerical methods (for parabolic, elliptic, hyperbolic, and mixed
systems)

8. Some theoretical considerations (well-posed problems, existence and

uniqueness, etc.)
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ARDEN, B. W.: An Introduction to Digital Computing. Addison-Wesley

(1963) 389 pp.

This is a very elementary textbook introducing the subjects of
computing and numerical analysis. The MAD language is used throughout.
In the third of %he text on numerical methods, 'what to do" is empha-
sized rather than "why."

Contents

1. Language and notation

2. Elements of a practical language
3. Statements and flow charts

4. Functions and example programs

5. The design of a practical machine
6. Machine language and components
7. Number systems and arithmetic

8. Computational error

9. Taylor's series and divided differences
10. The solution of equations

11. Additional prcgramming topics

12. Interpolation

13. Numerical integration
1l4. Simultaneous linear equations

15. Approximation
16. The numerical solution of differential equations
17. Non-numerical problems

18. A simple compiler



BALAKRISHNAN, A.V., and NEUSTADT, L.W. (Ed.): Computing Methods in

Optimization Problems. Academic Press (1964) 327 pp.

This book is based on papers given at a conference on the subject
in January 1964. The idea was to tell of recent research progress in the
area and in particular to indicate computing experience gained on specific
large-scale problems. If one were working on a problem similar to one
of these, he should certainly be familiar with what is said about it here.

Contents

1. Variational theory and optimal control theory (Hestenes)

2. On the computation of the optimum temperature profile in a tubular
reaction vessel (Storey and Rosenbrock)

3. Several trajectory optimization techniques (Kopp, McGill, Moyer,
Pinkham)

4. A steepest ascent trajectory optimization method which reduces memory
requirements (Hillsley and Robbins)

5. Dynamic programming, invariant imbedding and quasi-linearization:
comparisons and interconnections (Bellman and Kalaba)

6. A comparison between some methods for computing optimum paths in
the problem of solza (Faulkner)

7. Minimizing functionals on Hilbert space (Goldstein)

8. Computational aspects of the time-optimal control problem (Fadden
and Gilbert)

9. An on-line identification scheme for multivariable nonlinear systems
(Hsieh)

10. Method of convex ascent (Halkin)

11. Study of an algorithm for dynamic optimization (Perret and Rouxel)

12. Application of hybrid computers to the iterative solution of optimum
control problems (Gilbert)

13. Synthesis of optimal controllers using hybrid analog-digital computers
(Paiewonsky, Woodrow, Brunner, and Halbert)

14. Gradient methods for the optimization of dynamic system parameters
by hybrid computation (Bekey and McGee)
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BELLMAN, R. and KALABA, R. (Ed.): Modern Analytic and Computational

Methods in Science and Mathematics. Elsevier (1963) 1, 358 pp.;

(1964) 2, 270 pp.; (1965) 3, 220 pp.; 4, in preparation.

These books explain the application of invariant imbedding methods
to various practical problems in radiative transfer. The numerical
methods used can also be applied to other problems in engineering and
physics. A large proportion of the pages in the first two volumes are
taken up with giving the FORTRAN programs and the results obtained for
particular problems.

Contents

Volume 1, Invariant Imbedding and Radiative Transfer in Slabs of Finite
Thickness (Bellman, Kalaba, and Prestrud)

1. The physical model

2. Gaussian quadrature, zeros of Legendre polynomials, approximate
system of differential equations, computational details

3. Analytic aspects: existence, uniqueness, convergence

4. Computational results

Volume 2, Invariant Imbedding and Time Dependent Transport Processes
(Bellman, Kalaba, Prestrud, Kagiwada)

1. Numerical inversion of Laplace transforms
2. One dimensional neutron multiplication process
3. Time dependent diffuse reflection from a slab

Volume 3, Quasilinearization and Nonlinear Boundary Value Problems
(Bellman and Kalaba)

1. Application of quasilinearization to the study of the Riccati
equation

2. Two-point boundary value problems for second order differential
equations

3. Monotone behavior and differential inequalities

4. Systems of differential equations, storage, and differential
approximation

5. Partial differential equations

6. Applications in physics, engineering, and biology

7. Dynamic programming and quasilinearization

Appendices: Minimum time program; design and control program;
radiative transfer program; Van der Pol equation program; orbit
determination program; cardiology program.

Volume 4, Numerical Inversion of the Laplace Transform: with Applications
to Biology, Economics, Engineering, and Physics (Bellman, Kalaba, and
Lockett

Outline: Elementary properties of the Laplace transform; numerical
inversion of the Laplace transform; applications; nonlinear
equations; dynamic programming and ill-conditioned systems; ap-
pendices.
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BEREZIN, I. S. and ZHIDKOV, N. P.: Computing Methods, two vols. Addison-

Wesley (1963) 464 pp. and 679 pp.

These two volumes are translations from 1959 Russian texts for a
two-year (third and fourth year Moscow University) introductory course
in numerical methods. In this country it would be senior and first year
graduate level. The language of functional analysis is used whenever the
authors feel it will help in the explanations, and hence the volumes may
be considered as more advanced than they really are. However, what func-
tional analysis they do use is explained from a very practical point of
view.

The size of the books and the title lead one to hope that this might
be the long awaited single general purpose reference on computing methods,
but actually the major portions of these books could have been written
before the advent of large scale computers; the title really should have
been '"Classical Numerical Analysis."

Contents

Volume 1
1. Operations on approximate quantities
2. The theory of interpolation and certain applications
3. Numerical differentiation and integration
4. Approximations
5

. Least squares approximations

Volume 2

6. The solution of sets of linear algebraic equations

7. Numerical solution of high degree algebraic equations and tran-
scendental equations

8. The evaluation of eigenvalues and eigenvectors of matrices

9. Approximate methods of solving ordinary differential equations

10. Approximate methods of solving partial differential and integral

equations
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BERGE, C.: The Theory of Graphs and Its Applications. Wiley (1962) 247 pp.

This reasonably elementary book is a translation from a 1958 French
edition. The theory of graphs concerns itself with problems which are
stated in terms of points and lines or arrows which join them. Examples
are communications networks, circuit diagrams, family trees, etc. In
addition to explaining underlying theory, this book also gives practical
computational algorithms.

Contents

1. General definitions
2. Descendence relations
3. The ordinal function and the Grundy function on an infinite graph
4. The fundamental numbers of the theory of graphs
5. Kernels of a graph
6. Games on a graph
7. The problem of the shortest route
8. Transport networks
9. The theorem of the demi-degrees
10. Matching a simple graph
11. Factors
12. Centres of graphs
13. The diameter of a strongly connected graph
1l4. The matrix associated with a graph
15. Incidence matrices
16, Trees and arborescences
17. Euler's problem
18. Matching in the general case
19. Semi-factors
20. The connectivity of a graph

21. Planar graphs
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BICKLEY, W. G. and THOMPSON, R. S. H. G.: Matrices, Their Meaning and

Manipulation. English Univ. Press (1964) 168 pp.

This reasonably elementary text first presents some practical problems
which may be formulated in terms of matrices, and then some introductory
thzory of matrices. The last half of the book is concerned with numerical
procedures. There are a w:alth of problems, many with answers, so that
the text should be suitable for self-study. Most parts of the book are very
well written. The index contains only entries which are not mentioned in
the very complete table of contents.

Contents

. The genesis of matrices
. Matrix notation
3. Matrix multiplication

. Some special matrices

1

2

3

4

5. Some applications of matrix products

6. Determinants

7. Solutions of systems of linear equations, and the reciprocal matrix

8. Methods for the numerical solution of systems of linear equations,
the inversion of matrices, and the evaluation of determinants

9. Eigenvalues and eigenvectors

10. Numerical determination of eigenvalues and eigenvectors
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BODEWIG, E.: Matrix Calculus, 2nd ed. Interscience (1959) 452 pp.

This is a reasonably elementary book. However, unless one is
familiar with his notation, it may often strike one as being "advanced."
The subject matter consists mainly of numerical methods in dealing with
matrix problems. The author has in mind that digital computers will be
used in the work. It is quite a complete exposition of the topics covered.

General Outline of Contents

Part 1. Matrix calculus (basic definitions and elementary discussion)
Part 2. Linear equations
a. Direct methods of solution

1. Exact solutions

2. Approximate solutions: triangularization, diagonalization,

decomposition, Gauss-Doolittle method, etc.
b. Iterative methods of solution
Part 3. Inversion of matrices
a. Direct methods
b. Iterative methods
Part 4. Eigenproblems
a. Iterative methods (Power method, Jacobi, Magnier's method,
Givens' method, gradient method, Wielandt's method, etc.)
b. Direct methods (Leverrier's method, Krylov-Duncan method,

Hessenberg method, Samuelson method, etc.)

~adls  comm—
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BOOLE, G.: Calculus of Finite Differences, 4th ed. Chelsea (1958)

336 pp.

The first edition of this classical test was published in 1860. A
reprint of the second (1872) edition is published by Dover. The third
edition (1926) and this so-called fourth edition are practically the
same. In the recent literature, references are still often made to this
source, although perhaps many times this is done for historical reasons.

Contents

1. Nature of the calculus of finite differences

2. Direct theorems of finite differences (the operators of finite
difference calculus)

Interpolation and mechanical quadrature

Finite integration and the summation of series

The approximate summation of series

Bernoulli's numbers and factorial coefficients

Convergency and divergency of series

Exact theorems (remainder terms, etc.)

O 00 ~N & wv o W
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Difference equations of the first order
10. General theory of the solutions of difference and differential
equations of the first order
11. Linear difference equations with constant coefficients
12. Further miscellaneous propositions and equations; simultaneous equations
13. Linear difference equations with variable coefficients
14, Mixed (difference-differential) and partial difference equations
15. The calculus of functions

16. Geometrical applications
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BOOTH, A. D.: Numerical Methods, 2nd ed. Academic Press (1957) 195 pp.

This is a reasonably elementary text. A wide range of subjects is

covered (usually not in any great detail), but an amazing amount of in-
formation is packed into these short chapters.

©C W 0 N O U B W N
.

[
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N

Contents

Nature and purpose of numerical analysis (6 pages)
Tabulations and differences (5 pages)

Interpolation (16 pages)

Numerical differentiation and integration (23 pages)
The summation of series (5 pages)

Solution of ordinary differential equations (16 pages)
Simultaneous linear equations (38 pages)

Partial differential equations (32 pages)

Nonlinear algebraic equations (19 pages)
Approximating functions (9 pages) (least squares, Tschebycheff poly-
nomials, etc.)

Fourier synthesis and analysis (10 pages)

Integral equations (9 pages)
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de BRUIJUN, N. G.: Asymptotic Methods in Analvsis. Interscience (1958)

200 pp.

The application of asymptotic methods to practical problems is quite
difficult for the nonspecialist; he will probably find this book to be
easier to read than most of the other literature on the subject. However,
the methods here are explained by example, and there are no ''cock book"
formulas to enable one to apply these methods to similar problems without
really knowing much about the field.

Contents

1. Introduction (and definitions)
. Implicit functions

Summation

2
3
4, The Laplace method for integrals
5. The saddle point method
6. Applications of the saddle point method
/. Indirect asymptotics

Tauberian theorems

Differentiation of an asymptotic formula
8. Iterated functions

9. Differential equations
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BUCKINGHAM, R. A.: Numerical Methods. Pitman (1957) 597 pp.

This is a reasonably elementary textbook. The author says he is
concerned mainly with the needs of those using desk computers, but he
also has the electronic computers in mind in some cases.

General Outline of Contents

Interpolation

Difference methods

Solution of algebraic equations

Matrices and determinantal equations

Solution of ordinary differential equations (initial problems)

Solution of ordinary differential equations (boundary value prohlems)

Integral equations

Partial differential equations

O & ~N O W N

Functions of two variables; interpolation, cubature, differentiation,

functions of a complex variable
10. Fitting data by method of least squares
11. Appendices on:
A. Relations between powers and factorials
B. Summary of difference formulas, with remainders
C. Lagrangian formulas for differentiation and integration
D

. Orthogonal polynomials for curve fitting
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BUTLER, R. and KERR, E.: An Introduction to Numerical Methods.

Pitman (1962) 386 pp.

This elementary text could either be used as a self-study book or
as a college text in introductory numerical analysis for nonmathematics
majors. Although the authors often mention digital computers, their
treatment of the subject matter indicates that many times they do not

have them in mind.

General Outline of Contents

1. Introduction (discussion of errors, etc.)
2. The solution of algebraic and transcendental equations (including
the solution of simultaneous linear algebraic equations)
3. Finite differences
A Interpolation
5. Numerical difterentiation and integration
6. Numerical solution of differential equations (including both initial-

value and two-point boundary value problems)
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CASHWELL, E. D., and EVERETT, C. J.: A Practical Manual on the Monte

Carlo Method for Random Walk Problems. Pergamon (1959) 153 pp.

This is a reasonably elementary discussion of the Monte Carlo method
as applied to problems in atomic physics. Computational details are
stressed. In an appendix is a summary of 20 problems which have been
coded and run on a digital computer at Los Alamos.

Contents

Basic principles (pseudo-random numbers)

The source routine

The mean free path and transmission

The collision or escape routine

The collision routine for neutrons
Photon collisions

Direction parameters after collision

Terminal classification

Nl O =2 ¥, S B VO R "
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Remarks on computation

p—
c

Statistical considerations

Appendix: Summary of problems run on Maniac I.
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**COLLATZ, L.: The Numerical Treatment of Differential Equations, 3rd

(English) ed. Springer (1960) 568 pp.

This is quite an advanced treatise on the subject. However, in most
cases the author goes into some detail to explain the processes, and there
are many worked examples. The translation of the earlier German edition
is generally so good that one does not realize it is a translation.

Contents

1. Mathematical preliminaries and some general principles (finite dif-
ference and interpolation formulas, Green's functions; some error
distribution principles; functional analysis)

2. 1Initial value problems in ordinary differential equations

3. Boundary value problems in ordinary differential equations

4. 1Initial and initial/boundary value problems in partial differential
equations

5. Boundary value problems in partial differential equations

6. Integral and functional equations

Appendix: Tables of various types of finite difference formulas used in

the solution of differential equations problems
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**CONTE, S. D.: Elementary Numerical Analysis: An Algorithmic Approach.

McGraw-Hill (1965) 278 pp.

This elementary (junior level) text differs from a majority of
such texts which have been swamping the market in that it is not just
a poor carbon copy of the older ones. Although it is basically a numeri-
cal analysis text, computer flow charts and FORTRAN IV programs are often
given in connection with algorithms for carrving out certain computations.

Contents
Number systems and errors
. The solution of nonlinear equations

. Interpolation and approximation

. Matrices and systems of linear equations

1

2

3

4, Differentiation and integration

5

6. The solution of differential equations
7/

. Boundary value problems in ordinary differential equations
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CRANDALL, S. H.: Engineering Analysis: A Survey of Numerical Procedures.

McGraw-Hill (1956) 417 pp.

This is a reasonably elementary book, and it is excellent as a cross

between an engineering and a numerical analysis book. It is not often
that in one book you can fina fairly careful mathematical formulatiors
as well as clear engineering explanations.

Contents

Equilibrium problems in systems with a finite number of degrees of
freedom (systems of linear equations)

Eigenvalue problems for systems with a finite number of degrees of
freedom

Propagation problems in systems with a finite number of degrees of
freedom

Equilibrium problems in continuous systems

Eigenvalue problems in continuous systems

Propagation problems in continuous systems

As the author points out, chapters 1-3 discuss the three topics,

equilibrium problems, eigenvalue problems, and propagation problems,

for lumped parameter sysiems. Chapters 4-6 discuss the same three

topics for continuous systems. This careful classification should be

a big aid to a computer prcgrammer who is not very familiar with basic

engineering -~oursec topics.
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CURTISS, J. H. (Ed.): Sixth Symposium in Applied Mathematics. McGraw-

Hill (1956) 303 pp.

The subject of this symposium in 1953 was "Numerical Analysis.'" Nine-
teen papers were given at the time by various numerical analysists. A
majority of the papers are quite advanced. Many are of interest to computer
users.

Contents

1. Computational problems in the theory of dynamic programming (Bellman)
2. Some methods for solutions of boundary-value problems in linear
partial differential equations (Bergman)
3. Computational aspects of certain combinatorial problems (Bruck)
4. Numerical results in the shock configuration in mach reflection
(Clutterham and Taub)
5. Some applications of gradient methods (Fischbach)
6. Some qualitative comments on stability in partial differential equations
(Frankel)
7. Approximations in numerical analysis (Hastings, Hayward, Wong)
8. Tue conjugate-gradient method for solving lincar systems (llestenes)
9. \Number theory on the SWAC (Lehmer)
10. The assignment problem (Motzkin)
11. The method of steepest descent (Rosenbloom)
12. Function spaces and approximation (Sard)
13. Some computational problems in algebraic number theory (Taussky)
14. Machine attacks on problems whose variables are permutations (Thompkins)
15. Best-approximation polynomials of given degree (Walsh)
16. Recent results in numerical methods of conformal mapping (Warschawski)
17. un the asymptotic transformation of certain distributions into the
normal distribution (Wasow)
18. Error bounds for eigenvalues of symmetric integral equations (Wielandt)

19. On the solution of linear systems by iteration (Young)
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**DANTZIG, G. B.: Linear Programming and Extensions. Princeton Univ.

Press (1963) 621 pp.

This is probably the best known book on linear programming. The
subject is taken up from a historial point of view first; then ?fter
the main body of the book, two final chapters deal especially with
applications. Parts of the book might be considered elementary, but
probably most would not. There is a 19-page bibliography.

“ontents

The linear programming concept

Origins and influences

Formulating a linear programming model

Linear equation and inequality systems

The simplex method

Proof of the simplex algorithm and the duality theorem

The geometry of linear programs

Pivotin;, vector spaces, matrices, and inverses

L o0 N O S W N

The simplexs method using multipliers

10. Finiteness of the simplex method under perturbation
i1l. Variants of the simplex algorithm

12. rhe price councept in linear programming

13. Games ind linear progrars .

1l4. The classical transportation problem

15. Optimal assignment and other distribution problems
16. The trancshipmeut problem

17. Networks and the transshipment problem

18. Variables with upper bounds

19. Maximal flows in networks

20. The primal-dual method for transportation problems
21. The weighted distribution problem

22. Programs with variable coefficients

23. A dccomposition principle for linear programs

24. Convex programming

25. Uncertainty

26. Discrete variable extremuam problems

27. Stigler's nutrition problem; an example of formulation and solution

28. The allocation of aircraft to routes under uncertain demand

e i ol L R ~ N — R S«
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DAVIS, P.J.: Interpolation and Approximation. Blaisdell (Ginn) (1963)

393 pp.

This is a fairly advanced text on the subject. After studying such

a book, the student should be able to read and understand most of the
modern literature on interpolation and approximation.

13.
14.

General Outline of Contents

Introduction: topics from algebra and analysis

Interpolation

Remainder theory (dealing with the question of how good the ap-
proximations are which result from interpolation)

Convergence theorems for interpolatory processes

Some problems in infinite interpolation: infinite systems of linear
equations in infinitely many unknowns

Uniform approximation: Weierstrass' approximation theorem and
generalizations; Berstein polynomials; simultaneous approximation
of functions and derivatives; simultaneous 1interpolation and
approximation

Best approximation: normed linear spaces, convex sets; fundamental
problem of linear approximation; uniqueness of best approximation;
best uniform (Tschebyscheff) approximation of continuous functions:
best approximation by nonlinear families

Least square approximation

Hilbert space

Orthogonad polynomials (both real and complex)

Theory of closure and completeness

Expansion theorems for orthogonal functions; Fourier series; Legendrc
series; complex orthogonal expansions; reproducing kernel functions
Degree of approximation

Approximation of linear functionals

o L ot W T WME ety IR e —— —
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DORFMAN, R., SAMUELSON, P.A., and SOLOW, R. M.: Linear Programming and

Economic Analysis. McGraw-Hill (1958) 525 pp.

This book contains a reasonably elementary exposition of some of the
basic concepts of linear and nonlinear programming. It is written for the
economist who wishes to learn something about linear programming, so all
the emphasis is on applications to this field. However, the examples can
be understood by all, and it is generally a popular book.

Contents

Introduction
. Basic concepts of linear programming
. The valuation problem; market solutions

The algebra of linear programming

1

2

3

4

5. The transportation problem

6. Linear programminyg analysis of the firm
7. Application to the firm; valuation and duality
8. Nonlinear programming

9. & 10.: The statical Leontief system

1 Dynamic aspects of linear models

12, Efficient programs of capital accumulation

13. Linear programming and the theory of general equilibrium
14, Linear programming and welfare analysis

15. Elements of game theory

16. Interrelations between linear programming and game theory

Appendices: Chance, utility and game theory; the algebra of matrices
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DUSINBERRE, G. M.: Heat Transfer Calculations by Finite Differences.

International Textbook Co. (1961) 293 pp

This is a reasonably elementary book which has been written primarily
for engineers. The author's previous text, "Numerical Analysis of Heat
Flow" (which has been out of print for some time) was used for many years
as their only numerical analysis reference book by many heat engineers.
This newer text is recommended for a computer programmer who wishes to
learn a little more of the physical background of the heat flow problems
than he has found in standard numerical analysis texts. A text written
from a more modern point of view should be consulted when desiring to
learn more about stability of the finite difference equations of heat
flow.

Contents

1. Thermal properties

2., Fundamental equations

3. Alternative formulations

4. Analytical and analog methods

5 & 6: One-dimensional transient problems
7. Multidimensional transient problems
8. Transient flow systems

9 & 10: Steady state problems

11. Variable properties

12. Digital computers

13. Miscellaneous examples

—
&S

Problems
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DWYER, P. S.: Linear Computations. Wiley (1951) 344 pp.

This is a quite elementary text on linear problems and on applications
to statistics. There is no emphasis on methods for digital computers.
Large numbers of worked ou!t examples make it a very easy book to understand.

1=3.

4-8.
9-10"
11.
12-14,

15.

le.
17.
18.
19.

General Outline of Contents

Introductory material on the use of desk calculators, significant
figure theory, and general principles of good computational
design

solution of simultaneous linear equations by various methods
Evaluation of determinants

Evaluation of linear forms

Matrices; the calculation of the adjoint and of the inverse of
a matrix

The characteristic equation, its roots, and the characteristic
vectors

Other methods of solving the problems of Chapters 4-15.

The errors of linear computations

Applications to statistics

Application to nonlinear problems
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ENGELI, M., GINSBURG, T., RUTISHAUSER, H., and STIEFEL, E.: Refined

Iterative lMethods for Computation of the Solution and the Eigenvalues

of Self-Adjoint Boundary Value Problems. Birkhduser (1959) 107 pp.

This is a very practical description of methods of solving such
problems written by four experts in the field. In addition to describing
various methods, they often give comparisons of machine times required.
The subject matter 1s not elementary, but the explanations are reasonably
clear.

General Outline of Contents

1. The self-adjoint boundary value problem. Problems of Dirichlet and
Poisson type; energy on the boundary; eigenvaluc probliems; bihar-
monic problems; modes of oscillation of a plate (Stiefel)

2. Theory of gradient methods (Rutishauser)

3. Experiments on gradient methods (Ginsburg)

a. Survey of plate experiments

b. Plate problem with coarse grid (A£ + g = 0)
Steepest descent; Tchebyscheff method; conjugate gradient
methods; cgT method; combined methnd; elimination; computation
of residuals

c. Determination of eigenvalues of the matrix A; conjugate gradieat
methods with subsequent QD-algorithm; cgT method with subsequent
QD-algorithm

d, Same problems with fine grid

e, A bar problem

4. Overrelaxation (Engeli)

a. Theory (general relaxation, overrelaxation, 'property A," Young's
overrelaxation; different methods)

b, Numerical results (plate problem)

¢. Numerical results (bar problem)

5. Conclusions (comparison of results)
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**FADDEEV, D. K., and FADDEEVA, V. M.: Computational Methods of Linear

Algebra. Freeman (1963) 621 pp.

This treatise is a translation from the Russian. Many parts of the
book are reasonably elementary, but some parts are of intermediate diffi-
culty. It discusses in detail most of the methods which are used by
computer people in this field. A 1959 book by the second author on the
same subject was much shorter, and this larger book can now be described
as the leading reference book on the subject for scientific computer users.
The main difficulties are translational (as for example, when the quotient-
difference algorithm is described as the division and subtraction algorithm).

General Outline of Contents

1. Basic material from linear algebra

2 Exact methods for solving systems of linear equations

3. Iterative methods for solving systems of linear equations

4, The complete eigenvalue problem (finding all eigenvalues, and eigen-
vectors associated with each eigenvalue)

5. The special eigenvalue problem (finding only a few of the eigenvalues
and/or corresponding eigenvectors; for example, the power method
finds one eigenvalue at a time)

6. The method of minimal interations and other methods based on the idea
of orthogonalization (for solving systems of equations or for solving
the complete eigenvalue problem)

7. Gradient iterative methods (for solving systems of equations or for
solving the complete eigenvalue problem)

8. Iterative methods for solving the complete eigenvalue problem

9. Universal algorithms (for solving systems of linear equations)

10. Fifty-nine pages of bibliography
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FADDEEVA, V. N.: Computational Methods of Linear Algebra. Dover (1959)

252 pp.

rhis is a reasonably elementary book on matrices from the point of
view of computing. It is a translation from the Russiar, and it dis-
cusses a majority of the methods which are used by computer people in
this field. The translator has used the terms "proper number" and "proper
vector" rather than the more common eigenvalue, eigenvector; or charac-
teristic number, characteristic value; or latent root, latent vector. The
much larger book by Faddeev and Faddeeva on the same subject {(published
in 1963) is greatly to be preferred.

General Outline of Contents

1. Basic material about matrices

2. Systems of linear equations: Gauss' method; square-root method;
inversion of matrices; partitioning methods; bordering method; esca-
lator method; iteration methods (Seidel mechod): etc.

3. Proper numbers and proper vectors of a matrix (eigenvalues and eigen-
vectors): methods of Krylov, Samuelson, Danilevskv, Leverricr,
Faddeev; the escalator method; interpolation methods; determining the

"first" proper number; finding proper numbers next in line
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**FLETCHER, A., MILLER, J., and ROSENHEAD, L.: An Index of Mathematical

Tables, 2nd ed., two vols. Addison-Wesley (1962) 994 pp.

These volumes comprise an annotated bibliography of mathematical
tables which are available in various books and periodicals. From a

practical point of view, it can be considered as 'complete,’

1

although such

a stupendous effort could never hope to be complete in any strict sense

of the work.
particular table may be looked up in Volume 1, which gives the author's
name; then the actual reference may be found in the author index of Volume 2,

Voluxe 1.

Part

Volume 2.

Part

Part
Part

In most cases the two volumes will be used together. A

Contents

Introduction (telling how the indexes are constructed)

1.

N
.

Index according to functions (and giving the author)

Bibliography (listed by author and giving the literature
reference)
Errors (which have been found in various tables)

Index to Volume 1 (by author)
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FORSYTHE, G. E. and ROSENBLOOM, P. C.: Numerical Analysis and Partial

Differential Equations. Wiley (1958) 204 pp.

These are survey articles which attempt in a broad manner to discuss
the present state of knowledge (1958) in the two fields of the title.
Each survey has an excellent bibliography attached. Since Rosenbloom's
article on Linear Partial Differential Equations deals with theoretical
aspects of the problems (no numerical methods are discussed), only Forsythe's
article will be indexed here. Forsythe's article, entitled "Contemporary
State of Numerical Analysis," is written for nonspecialists,and in a reason-
ably elementary manner. It tells about what is being done and it gives
references, but it does not go into many details.

Paragraph Headings

1. What is numerical analysis? (4 pp.)

2. Areas of numerical analysis (1 p.)

3. An older Soviet view of numerical analysis (2 pp.)
4., A more recent Soviet view of numerical analysis (1 p.)
5. Automatic digital computers (3 pp.)

6. Two Soviet computers (1 p.)

7. Literature on numerical analysis (1 p.)

8. Numerical integration and interpolation (2 p.)

9. Approximations of functions (3 pp.)

10. Solving linear algebraic equations (6 pp.)
11. Solving matrix eigenvalue problems (4 pp.)

12. Difference methods for Laplace's equation (7 pp.)

Bibliography (5 pp.)



—— .

35

**FORSYTHE, G. E. and WASOW, W. R.: Finite Difference Methods for

Partial Differential Equations. Wiley (1960) 444 pp.

This book is generally quite advanced, although introductions to
various of the topics are given in quite elementary luanguage. The
subject is developed from the point of view of the analyst who wishes
to "solve'" partial differential equations on digital computers. At
the end is an excellent bibliography with references up to 1959.

Contents

Introduction to partial differential equations and computers

1. Hyperbolic equations in two independent variabtles (finite difference
methcds for (a) wave equation, (b) systems of equations, (c) quasi-
linear equations; integration along characteristics; integration by
Adams' method; shock waves)

2. Parabolic equations (simplest heat flow problems; linear problems
in one and in two variables; convergence and stability; nonlinear
problems)

3. Elliptic equations (problems from physics and engineering; varia-
tional formulations; interface conditions; maximum principle;
formulating elliptic difference equation problems; classical theory
of solving elliptic difference equations; explicit and implicit
overrelaxation methods; discretization and round-off errors; membrane
eigenvalue problem; solving elliptic equations on an automatic
digital computer)

4, Initial-value problems in more than two independent variables (che
equation of wave propagaticn; characteristics in several dimensions;
a meteorological fore.-st nreblem; Fourier method for difference

and differential equations; u2t.,od of Peaceman and R.urchford)
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FORT, T.: Finite Difference and Difference Equations in the Real Domain.

Oxford (1948) 251 pp.

This book is rather advanced, but probably most will find it easier
to read than Milne-Thompson. A little more than half the book is on the
topic of difference equations.

Contents

1. Direct difference operators

2. Elementary tneory of summation

3. The Bernoulli and Euler polynomials and numbers

4. Summation formulas

5. Stirling's numbers and numerical differentiation

6. Interpolation and mechanical quadrature

7. The elementary theory of the linear recurrent relation
8. Maxima and minima of finite sums

9. The general boundary problem
10. S.urm-Liouville theory
11. The solution of a differential equation as the limit of the solution

of a difference equation

12. The weighted vibrating string and its limit

13. The linear recurrent relation of the first order with periodic
cocfficients

l4. The linear recurrent relation of the sccond order with periodic
coefficients

15. Orthogonal sets and the development of an arbitrary function

l6. C(ecillatory and nonoscillatory linear difference equations of the
second order

17. 7The linear difference equation in a continuous real independent variable
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FOX, A.H.: Fundamentals of Numerical Analysis. Ronald Press (1963) 147 pp.

This standard short elementary text is really shorter than one would
expect a l47-page book to be, because for some reason the author includes
a 37-page table of squares of integers.

Contents

Introduction (concerning errors)

Systems of linear algebraic equations
Nonlinear equations

Polynomial equations

Numerical integration

Ordinary differential equations

Partial differential equations

® ~N O W N

Integral equations

Table of squares of integers 1000-9999
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**FOX, L.: An Introduction to Numerical Linear Algebra. Oxford (1965) 327 pp.

This fairly elementary text is a very good place for a computer user
to look up various methods of solving systems of equations and of ob-
taining matrix eigenvalues and eigenvectors (which Fox calls latent roots
and latent vectors). In addition to explaining the various methods, the
author presents quite a few worked examples.

General Outline of Contents

Introduction (including a discussion of the use of computing machines)

. Matrix algebra (theory)

Elimination methods of Gauss, Jordan, and Aitken

SN

. Compact elimination methods of Doolittle, Crout, Banachiewicz, and
Cholesky

5. Orthogonalization methods

6. Condition, accuracy, and precision

7. Comparison of methods; measure of work

8. 1Iterative and gradient methods

9. Iterative methods for latent roots and vectors

10. Transformation methods for latent roots and vectors

11. Notes on error analysis for latent roots and vectors
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**FOX, L.: MNumerical Solution of Two-Point Boundary Problems. Oxford

(1957) 371 pp.

This is a reasonably elementary exposition of the subject of ordinary
differential equations with two-point boundary conditions. However, some
parts are quite advanced. The explanations are particularly clear.
Digital computer methods are not stressed.

Partial List of Contents

1. The solution of algebraic equations which arise when solving differential
equations numerically. LEmphasis is on relaxation methods

2. Second order equations (various types of boundary conditions)

3. First order e¢quations (applying boundary value techniques to problems
which are essentially initial value problems)

4. Third and fourth order equations

5. Ligenvalue problems (including discussion of various differential
equation eigenvalue problems as well as methods of solving the corre-
sponding matrix eigenvalue problems)

6. Initial value techniques for boundary value problems

7. Accuracy and precision of boundarv value methods

8. Miscellancous methods: simultaneous differential systems; equations
with discontinuous coefficients; deferred approach to a limit; nonlinear
¢igenvalue problems; semi-analytic methods (collation, least squares,

Galerkin)



FOX, L. (Ed.): Numerical Solution of Ordinarv and Partial Differential

Equations. Pergamon Press (1962) 509 pp.

This book contains a reasonably elementary introduction to the
study of the numerical solution of ordinarv differential equations, inte-
gral equations, and partial differential equations. In addition, there
are discussions of many quite complicated practical problems and how to
solve them numerically; thus for the computer user who complains that
textbooks never consider problems as difficult as those he is faced with,
this book should be an answer. Of course, in a book such as this which
has many authors, the various sections are not uniformly sood.

General Outline of Contents

1. Ordinary differential equations (initial valuce problems; boundary
value problems; e¢ivenvalue problems; Chebvshev solutions)

2. Integral equations (Fredholm equations of Ist, 2nd, and 3rd tvpes;
Volterra type equations; singular equations; integro-differential
equations; Hartree-Fock equation)

3. Introduction to partial differential equations (hvperbolic, para-
bolic, and e¢lliptic equations in two dimensions)

4., Practical problems in partial differential cquations (nuclear reactor
problems; one-dimensional unsteady flow; characteristics in 3 di-
mensions; quasi-linear parabolic equations in more than 2 dimensions;
linear transport equation in 1l and 2 dimensions; Monte Carlo methods
for neutronics problems; plasma physics problems; numerical weather

prediction.
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FRAZER, R. A., DUNCAK, W. J., and COLLAR, A. R.: Elementary Matrices.

Cambridge (1938) 416 pp.

This reasonably elementary book has probably been the most popular
book on the subject among scientific computer users. More advanced topics
are marked with asterisks and these paragraphs may be omitted by the be-
ginner in the field. In the latter part of the book are many applications
to problems in dynamics and particularly aerodynamics.

Contents

1. Funadmental definitions and elementary properties

2. Powers of matrices, series, and infinitesimal calculus

3. Lambda-matrices and canonical forms

4. iscallaneous numerical methods: solving systems of equations; inverting
matrices; finding latent roots and vectors (cigenvalues and eigenvectors)

5. & b.: Linear ordinary differential equations with constant coefficients
(systems of equations, boundary value problems, etc.)

7. Mumerical solutions of linear ordinary differential equations with
variable coefficients

8. Kinematics and dynamics of systems

9. Systems with linear dynamical equations

10.  Iterative numerical solutions of linear dynamical problems

11. Dynamical systems with solid friction

12. Illustrative applications of friction theory to flutter problems

13. Pitching oscillations of a frictionally constrained aerofoil



FREIBERGER, W. and PRAGER, W. (Ed.): Applications of Digital Computers.

Ginn (1963) 244 pp.

This consists of a set of lectures given in 1961-62 at Brown University
on the occasion of establishment of the Brown University Computing Laboratory
by 16 well-known authors. Most of these lectures are quite general in
nature. The book can be recommended to one who wishes he might have at-
tended such a series of lectures or by one who wishes to get some general
ideas of the problems of one of the specific fields discussed.

Contents

1. Computers and operations research (Morse)

2. How computers can learn from experience (Simon)

3. Recent developments in the science of diagnosis (Woodbury and Lipkin)
4. Recent trends in computer programming and numerical analysis (Carr)
5. Using computers to solve problems in physics (Thomas)

6. Computers and brains (Rosenblith)

7. Sorting on computers (Gotlieb)

8. The role of computers in astronomy (Davis)

9. Corputers in fluid mechanics (Giese)

10. The use of digital computers in civil engineering (Massonnet)

11. Inforwmation theory and numerical analysis (Hamming)

12. Educational implications of the computer revolution (Forsythe)

13. The analysis and design of experiments withh the help of computers

(Hartley)
1l4. Automatic data processing in the legal profession (Kehl)

15. Automation and pure mathematics (Lehmer)
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**FROBERG, CARL-ERIK: Introduction to Numerical Analysis. Addison-Wesley

(1965) 340 pp.

This is a translation of a Swedish text published in 1962. It is
suitable for a first (undergraduate or graduate) course in numerical
analysis. This is not just a rehash of methods described in numerical
analysis texts of earlier times, but some of the more useful of the newer
advances on elementary topics are also considered. Although it may have
lost something in its translation, it is still highly recommended. (One
can remember, for example, when he is reading about matrices that "regular"
means "non-singular," and "quadratic" means "square"). A glance at the
contents will suggest, however, that it is not possible to have such a
large list of topics covered in as great detail as one might wish if he
were to use this only as a reference work.

Contents

Numerical computations (representation of numbers, errors, etc.)

Equations (methods of finding the roots of equations)

Matrices

Linear systems of equations
Matrix inversion
Algebraic eigenvalue problems

Linear operators

Interpolation

O 0 N O U B W N
e e

Numerical differentiation

[
o

Numerical quadrature

=
[
.

Summation

—
N
.

fultiple integrals

(=
(V%)
.

Difference equations

14. Ordinary differential equations

15. Partial differential equations

16. Approximation (least square, trigonometric, exponential, Chebyshev,
continued fraction, rational)

17. The Monte Carlo method

13. Linear programming



44

GARABEDIAN, H. L. (Ed.): Approximation of Functions. Elsevier (1965) 220 pp.

This book contains papers presented at a symposium on the subject in

1964. Almost all are of an advanced nature. The paper by Davis consists
mainly of an excellent bibliography compiled in the summer of 1964. Lorentz's
paper discusses the Russian literature.

12.

13.

Contents

The convergence of sequences of rational functions of best approxi-
mation with some free poles (Walsh)

Uses of Hilbert space in approximation (Sard)

Applications of duality in approximation theory (Buck)

Inclusion theorems for the minimal distance in rational Tschebyscheff
approximation with several variables (Collatz)

Rational approximation on finite point sets (Fox, Goldstein, and Lastman)
Phase methods for polynomial approximation (Stiefel)

Optimal and nearly-optimal linear approximation (Golomb)
Approximation by generalized rational functions (Chenev)

Nonlinear approximation (Rice)

Nonlinear sequence transformations (Bauer)

Approximation theory in the first two decades of electronic computers
(Davis)

Piecewise polynomial interpolation and approximation (Birkhoff and

de Boor)

Russian literature on approximation in 1958-1964 (Lorentz)
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GARVIN, W. W.: Introduction to Linear Programming. McGraw-Hill (1960)

281 pp.

This is a reasonably elementary introduction to the subject. There
are a great many examples given, and the computational procedures which
can be used on a digital computer are emphasized. The author has made a
special effort to use only very simple mathematics.

Contents

1. The general linear programming problem
2. The simplex method

3. The computational procedure

4. Sensitivity analysis

5. - 10.: Practical problems

11. Upper bounds

12. Statistical linear programming
13. Revised simplex method

14. Resolution of degeneracy
15. Parametric li<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>